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ABSTRACT

The invalidation of the Data Retention Directive is considered as a positive development for the protection of the fundamental rights to privacy and data protection of European citizens and is important for giving an interpretation of these rights in light of the proportionality principle. This paper takes as a starting point the proportionality test as used by the Court of Justice of the EU in its decisions and assesses whether this test is properly defined to accommodate technology developments and the increased surveillance of citizens with devices that are not originally built for the purpose of surveillance (e.g. mobile phones, computers/internet, GPS devices, etc.) and with data that are not originally collected for the purpose of dataveillance. The paper contributes to the existing debates on striking a balance between security and fundamental rights by introducing the so far neglected discussion of the nature of the devices used for surveillance. Due, not only to the level of intrusiveness, but also to the lack of proper legal safeguards for these (non-purpose built but surveillance-ready) devices, it is argued that the proportionality test elaborated by the Court in the Data Retention Directive case is not accurate as long as it does not take the nature of technology used for surveillance into account.

1. Introduction

The Court of Justice of the European Union (the Court) invalidated the Data Retention Directive in its decision of the 8 April 2014. This decision of the Court was the result of its finding that the Directive’s interference with the fundamental rights protected by Articles 7 and 8 of the EU Charter of Fundamental Rights (the Charter) was not in conformity with the principle of proportionality (Art. 52(1) of the Charter). This positive development for the protection of the rights to a protected private life and personal data of European citizens signs a culmination but not a conclusion of the debate on data retention for as long as Member States will keep in force national
legislation to retain personal data for the purpose of law enforcement. While technology is developing by the second and more devices create the possibility for accessing and collecting personal data, it is important to properly use the tools that we have at disposition for the protection of the citizens' rights. This paper will assess if the proportionality principle, as used thus far by the Court for establishing the limits of State interference with the citizens' fundamental rights and key to the invalidation of the Data Retention Directive, is properly addressing the technological advancements to establish the level of interference with individuals' private life and is able to properly protect their rights and freedoms.

The means of electronic communications, mobile phones, smart phones, computers, and internet are part of our daily lives and one could say that the data that are collected via these tools create an accurate map into one's private life. However, communication means are not the only ones able to collect and retain personal data. Development of technology creates more possibilities for data collection and retention from many devices that are part of our daily routine (e.g. smart electricity meters, smart TV, GPS devices). The data collection features of these devices might give the possibility for more control into the life of users from law enforcement authorities. It has to be kept in mind that independent of the nature of the data, being this content data or metadata, the information that can be discovered about the life of an individual via processing and profiling techniques can be quite accurate. We are more and more in possession and are carrying with us devices that are not built for surveillance but that are the best technologies for performing it.

While the decision of the Court of Justice of the EU to invalidate the Data Retention Directive did not come as a surprise but was an expected outcome of the extended debate on the lawfulness of the Directive, the aim of this contribution is to look further. The paper assesses if the proportionality test as used by the Court is able to deal with the problem of the increasing availability and use of devices that are not originally built for the purpose of surveillance but that have a potential to be used for it, and to give suggestions on how to extend the proportionality test to address this issue. The paper adds to the existing debate on the use of the proportionality principle for striking a balance between individuals' rights and security, the discussion on the nature of the technology used for surveillance. It is argued that the proportionality test is not complete without taking into account the nature of the technology used for surveillance.

After these introductory remarks, Section 2 assesses the need for introducing a discussion on the technology used for surveillance. Then the proportionality test as used by the European Court of Justice is discussed in Section 3. The invalidation of the Data Retention Directive was the starting point and the inspiration for writing this paper. Section 4 discusses the proportionality test as used by the Court for the invalidation of the Data Retention Directive and assesses if this test is adequate for dealing with potential surveillance with means not built for that purpose. Suggestions on how to extend the proportionality test for covering surveillance technology and assessing surveillance with non-purpose built technology follow in Section 5. The findings of this paper are summarized in Section 6.

### 2. Surveillance and technology

The aim of this section is to discuss the relevance that the technology used for surveillance has for determining the level of interference with the private life of EU citizens. While the right to a protected private life is not an absolute one and there is the possibility for the State to interfere with it when fulfilling the legality requirements and meeting the set safeguards,
surveillance is par excellence a way in which the State interferes with the private life of the individuals.

The term surveillance derives from the French language and literally refers to a close watch kept over someone or something. In contemporary social and political sciences, surveillance refers to the “process of watching, monitoring, recording, and processing the behavior of people, objects and events in order to govern activity”. For Wigan and Clarke (2006) the origin of ‘surveillance’ derives from the times of the French revolution. The term is related with the systematic investigation or monitoring of the actions or communications of one or more persons.

For our study surveillance is considered as an intelligence activity performed by the State and that can be used for meeting different needs of law enforcement authorities, as for example: prevention or detection of crime, identification of the responsible persons, investigation, etc. We distinguish further between traditional surveillance and surveillance with non-purpose built technology. Under the concept of traditional surveillance for this study qualifies not only physical surveillance, as for example when watching someone with the free eye or listening to a conversation through the key hole of a door. Surveillance performed with surveillance technology is also qualified for our study as traditional surveillance. Surveillance technology is defined as devices that are designed and used for the purpose of surveillance as being their first scope as for example bugs, street cameras, wiretapping devices, etc.

Surveillance with non-purpose built technology on the other side is defined for this study as State surveillance via devices that have not been originally built for the purpose of surveillance. To say that a device has not been originally built for the purpose of surveillance might be a bit speculative especially since we do not know that there might be cases in which a certain technology might have been initiated and supported by hidden interests of intelligence service bodies. Devices non-built for the purpose of surveillance for this study are therefore devices that are introduced in the markets mainly for the performance of another activity, as for example: smart phones, GPS navigation systems, smart tv, smart meters, etc. For the purpose of this study it is the combination of the ability and of the official accreditation that determines the qualification of a device as not built for the purpose of surveillance.

Just from the examples of devices mentioned above, it is clear that even if not designed for the purpose of surveillance these devices may have the ability to facilitate different forms of surveillance and interfere with the private life of the individuals in different ways. One way of interference is direct surveillance, i.e. surveillance on the spot or interference by the State on the device or network of a service provider, and the other is dataveillance, i.e. surveillance of the track of data that someone leaves behind. Dataveillance opens the possibility to use for the purpose of surveillance personal data that have been collected by devices and systems for other purposes, as for example for billing transparency. This form of interference with the individuals’ lives based on data collected for other purposes is referred in our study as surveillance with non-purpose collected data and is part of the larger category of surveillance with non-purpose built technology. The most obvious example of such a situation is the case of the former Data Retention Directive in the EU.

Technology that has a potential to be used for surveillance creates privacy concerns more directly than any other type of technology since it allows third parties to observe and watch over details from the private life of an individual that are not intended to be observed. Another discussion is the actual use of the devices for such purposes since it is also possible to observe and collect the same information from the individuals, with the use of different devices or systems of surveillance. Information on the location of an individual at a certain moment can be obtained, for example, from direct physical observation, the data of a GPS device, the mobile phone, the geo location of the computer IP when accessing internet, a RFID attached on the label of a shirt, by the data sent by a smart energy meter, etc. Each of these methods and devices presents different levels of intrusion into the private sphere of the individuals. A privacy oriented approach would indicate the use of the less intrusive mean of surveillance for reaching a certain goal.

While the privacy concerns raised by advances in surveillance technologies are widely recognized, recent technology developments have led to a convergence of these technologies with others not designed for the purpose of surveillance. The existence of such devices and technologies challenges the classic understanding of surveillance and, in a way, blurs the distinction between the surveilled and the surveiller, between the state and private parties. As a result, the protection of personal privacy in an increasingly surveilled world requires a new understanding of the term surveillance and the rights or limitations that should apply to the power of the State to surveill.
the right to privacy of European citizens presents new challenges. In the following subsection we will analyze in how far surveillance with non-purpose built devices differs from traditional surveillance on the basis of a number of meta-dimensions.

2.1. Devices not built for the purpose of surveillance and their effect for the right to privacy

The proliferation of the means via which the State is able to collect personal information from the citizens, extends the reach of the State and risks the safeguarding of the right to privacy.\(^{18}\) For assessing if surveillance with devices not built for the purpose of surveillance meets the required safeguards for complying with the right to privacy, it is first important to establish in how far it diverges from traditional surveillance.

In a work of 2002, Gary Marx presents a comparison of ‘new surveillance’ – named in this way because of the advanced technology used for surveillance that makes it more a scrutinizing rather than an observing activity – as confronted with the ‘traditional surveillance’ that in his description is linked with physical surveillance and a scarce use of technology. This comparison is based on 26 identified dimensions of surveillance.\(^{19}\) According to Marx, development of technology has changed the way surveillance is performed at such a level as to fail the current dictionary definitions and understandings of the term. In comparison to ‘traditional surveillance’, ‘new surveillance’ is considered to be almost invisible, involuntary and integrated into routine activity, inexpensive, continuous, more intensive and more extensive.

The concept of ‘new surveillance’ does not overlap completely with our definition of surveillance with non-purpose built technology. The reasons for this non-coincidence are mainly two. Firstly, Marx’s ‘new surveillance’ is not distinguishing between surveillance technology and technology not built for the purpose of surveillance. Secondly, our definition of surveillance with non-purpose built technology is limited to State activities while ‘new surveillance’ includes also activities of private parties and self-surveillance. Also Marx’s definition of ‘traditional surveillance’ does not fully coincide with ours since we include into this category also all the surveillance performed via surveillance technology being this advanced or not. Despite the non-coincidence in the used definitions, the surveillance dimensions identified by Marx characterize surveillance in general besides any definition boundaries, and they are used also in comparing our separation of traditional surveillance and surveillance with non-purpose built technology.

Below we will make a comparison between the two forms of surveillance. For making this comparison we have grouped the 26 dimensions of surveillance identified by Marx in four meta-dimensions of surveillance that correspond to the following questions: (1) who is the subject (active/passive) of surveillance;\(^{20}\) (2) how is surveillance performed;\(^{21}\) (3) what aspects of private life are interfered with;\(^{22}\) and (4) when is surveillance taking place.\(^{23}\) This grouping of the dimensions was done for reflecting and focusing better on our aim to compare the two forms of surveillance for identifying the effects that these have for the right to privacy of the individuals. Each of the meta-dimensions is treated in turn highlighting the effects of surveillance with non-purpose built technology for the right to privacy of the citizens.

2.1.1. Who is the subject of surveillance?

When looking at the subject of surveillance, one has to keep in mind two aspects. First we will focus on the active subject, the surveillant, and then on the passive subject, the surveilled.

2.1.1.1. The active subject of surveillance. In traditional surveillance, the surveillant is represented by the State and its authorities. Private parties have this role in specific and clearly defined cases, under clear authorization that is in conformity with all the set safeguards (as for example when private parties are authorized to install a CCTV for the scope of protecting their premises).\(^{24}\) The centralization of surveillance in the hands of the State is mirrored in the exercised control on surveillance as well as in the performance under clear conditions and safeguards.

At the times of technology development and especially of the existence of devices that are non-purpose built for surveillance but have the ability to perform this task, the surveillant cannot be linked anymore exclusively to the State. Devices that might serve for surveillance are available in the hands of the citizens and as we have seen in different examples, most of personal data collected by technology are nowadays available with service providers. As a result, the role of private parties becomes more prominent.

Because of the ability of technology and its spread it is possible for State surveillance to be performed in a generalized and massive scale without the need to target previously identified individuals. Furthermore, the individuals can themselves collaborate in their own surveillance blurring the distinction between the active and passive subjects of such activity. This is not only for the reason of carrying with them devices that have a potential to be used for surveillance but also for using and feeding with data a number of softwares to organize their activities and even to monitor themselves (as for example
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\(^{19}\) Gary T. Marx (n 17) see table 1.

\(^{20}\) Under this question are grouped the surveillance dimensions of: consent, data collector, availability of technology, object of data collection, ratio of self to surveillant knowledge, identifiability of object of surveillance, emphasis on and who collects the data.

\(^{21}\) Under this question are grouped the surveillance dimensions of: senses, visibility, cost, location of data collector/analysts, ethos, integration, data resides, comprehensiveness, realism, data analyses, data merging, data communication.

\(^{22}\) Under this question are grouped the surveillance dimensions of: context, depth and breadth.

\(^{23}\) Under this question are grouped the surveillance dimensions of: timing, time period and data availability.

\(^{24}\) Case C-212/13 František Ryneš v Úřad pro ochranu osobních údajů [2014] nyr, paras. 33–34.
keeping online agendas or using an e-health application in smart phones). 25

2.1.1.2. The passive subject of surveillance. The comparison between traditional surveillance and surveillance with non-purpose built technology has relevance also for the passive subject of surveillance. Traditional surveillance is normally performed toward individuals for whom there is a surveillance mandate. It is quite expensive and inefficient to surveil other individuals in the absence of individual mandates. Mass surveillance of individuals is restricted to clear a precise public spaces, for example the access in airports or being in certain CCTV covered areas. In case non-targeted individuals are incidentally surveilled, it is easy to distinguish them from the targeted subject of surveillance (as for example when incidentally intercepting the phone call of a third person having access to the wiretapped device).

Surveillance with non-purpose built technology creates more possibilities for situations of mass surveillance and incidental surveillance. The introduction of pre-emptive surveillance 26 that aims to detect all situations that might have or not any relation to a possible future criminal activity together with the technology capabilities have increased the use of mass surveillance. This is now not linked anymore with the presence in certain spaces but with the use of certain technology by the citizens. One might be surveilled not only when being in well-defined public spaces, but also when being in the intimacy of one’s own private space. In addition it is more difficult to distinguish the cases of incidental surveillance. When analyzing data that have been collected and retained from the use of a device, it is difficult to be certain that the device was used by one person or another (for example another member of the household). Even if surveillance with non-purpose built technology presents itself as more deep than traditional surveillance, 27 incidental involvement of third persons might make this less accurate both in the cases of individual surveillance and in the cases of mass surveillance.

2.1.2. How is the surveillance performed? Also the way surveillance is performed changes in cases of traditional surveillance and surveillance with non-purpose built devices. Traditional surveillance is mainly direct and devices, even the advanced ones, need an activation from the surveillor (as for example when installing a bug or using a terahertz body scanner). Dataveillance 28 is part of traditional surveillance only in specific cases linked with the surveillance technology used (as for example when tracing a CCTV footage).

Surveillance with non-purpose built technology is folded into routine activity and based more on the data collection and retention capability of the devices and systems, therefore has mainly the form of dataveillance. This form of surveillance (due to incidental interception) might create the risk that incorrect or unreliable data are used. 29 Devices and the programmes installed in them would collect data for default and these data, even if non collected for the purpose of surveillance might be further used for this purpose. Non-purpose built technology allows also for direct observation when remotely activating devices and using them for surveillance (as in the case of activating the microphone of a mobile phone and use it as a portable bug or connecting to the satellite to access the location of the navigation system of a car).

2.1.3. What aspects of private life are interfered with? The private sphere of the individuals consists of a number of aspects that have been identified earlier by Clarke (2006) 30 and further elaborated by other authors. 31 These include: (i) privacy of the person concerned with the privacy of an individual’s body, (ii) privacy of personal behavior, 32 (iii) privacy of personal communication, (iv) privacy of personal data, (v) privacy of location and space, (vi) privacy of thoughts and feelings, 33 and (vii) privacy of association. The increase of the aspects of privacy that might be interfered by surveillance as well as the separation of subcategories has increased due to the development of technology. For example the privacy of the thoughts and feelings could not be interfered with the traditional ways of surveillance but it is possible now due to the new technology with devices not built for the purpose of surveillance.

Also the level of intrusion into each aspect of privacy diverges in cases of traditional surveillance and surveillance with non-purpose built technology. For example placing a bug inside the home of a citizen for listening to the conversations is intrusive, but remotely activating the microphone of a mobile phone and use it for the same purpose is even more. Someone would carry a mobile phone with himself in most places and therefore be vulnerable to the infringement of the privacy of communications almost everywhere. The same would be when physically following someone on the streets or installing a GPS device in his car, or receiving the same information from the mobile phone GPS. Again in the latter case the coverage and the level of intrusion would be more intensive. Surveillance via the data collected by a smart meter, on the other side, might

work as having a continuous physical presence inside a house. Some authors define proportionality as the set of rules determining the necessary and sufficient conditions for limiting a protected right. Others define it as a principle that restricts the exercise of government powers. We can say therefore that the proportionality principle fulfils a dual role: it protects fundamental rights and it provides a justification for their limitation. This section will briefly discuss the proportionality test as developed by the Court of Justice of the European Union taking into account its importance in establishing a lawful interference with the fundamental rights of the individuals.

For the European Union (EU) the proportionality principle is introduced in Article 52(1) of the Charter as a condition to be fulfilled when need requires the limitation of certain rights. The principle was however fully developed by the European Court already in 1970, in the Internationale Handelsgesellschaft case. Similarly with the German administrative law, the test for establishing the proportionality of a measure is composed of three steps: (i) appropriateness; (ii) necessity; and (iii) proportionality stricto sensu. The measure that interferes with fundamental rights must be first of all appropriate or suitable to protect the interests that require protection. Secondly, it must be necessary, meaning that no measure less restrictive must be available to attain the objective pursued. Thirdly, it must be proportionate stricto sensu, meaning that the restriction that it causes must not be disproportionate to the intended objective or result to be achieved. The Court does not always distinguish, however, between the second and the third step of the test.

It is important to note at this point that some authors, when discussing the necessity step of the proportionality test for identifying the least intrusive means of surveillance, refer to it as...
the subsidiarity test. The test would rule out the use of more intrusive surveillance when the same result can be achieved with less intrusive means. In this paper we discuss the intrusiveness of surveillance means but we do not use the term subsidiarity and we stay with the larger framework of the proportionality test. This choice is because we would like to avoid the confusion of the terminology from an EU law perspective. In EU law the subsidiarity principle concerns the relationship between the EU and the Member States. Proportionality on the other side has traditionally concerned the relationship between the EU and its economic subjects.

As a general principle of law, proportionality has been developed by the Court primarily with a view to protecting the individual from action by the Union institutions and by the Member States. It has to be kept in mind that proportionality as a general principle of law is different from Article 5 TEU which forms part of a system of provisions whose aim is to control the expansion of the EU legislation. The principle facilitates the establishment of a proper balance between the individual interest and the desired general interests recognized by the EU with the aim of promoting European integration.

The proportionality principle as used by the Court contains a very strong substantial bias. This is reflected in the different ways the Court has been using the principle when judging upon EU or national measures.

When challenging the validity of EU law, the Court looks if the measure is manifestly disproportionate. While when challenging the validity of national measures, the Court applies a stricter test and inquires if there was possible for the Member State to adopt an alternative measure that is less restrictive. According to Jacobs (1999) this bias approach has its good reasons: the scrutiny of national measures may need to be more demanding since these are likely to impair the effectiveness of EU measures.

When proportionality is invoked as a ground of review for policy measures, the Court is called upon to balance a private against a public interest. The underlying interests which the principle seeks to protect are the rights of the individual but, given the discretion of the legislature, review of policy measures is based on the so-called milder ‘manifestly disproportionate’ test. When proportionality is invoked to challenge the compatibility of EU law of national measures, affecting one of the fundamental freedoms, the Court is called upon to balance an EU interest against a national one. The principle is applied as a market integration mechanism and the intensity of review is much stronger. It is based on necessity exemplified by the ‘less restrictive alternative’ test. The alternative method is not required, however, to be the most effective or practical solution.

The non-systematic way in which the Court addresses the proportionality test is reflected also in the non-systematic way in which the legislators deal with it. This is a virtuous circle. On one side, for the courts it is difficult to challenge the proportionality and necessity of a legal provision because of the implications that this has with the political considerations of the legislator and their role on the bases of the division of powers between the legislative, judiciary and executive. This argumentation would suggest that it would be better that the proportionality of a legal measure is checked at an earlier stage, by the legislator itself. This is reflected also in a Commission Communication requiring all new legislative and major policy-defining proposals to be checked for compliance with the Charter of Fundamental Rights. On the other side we see in practice that the legislator is not systematically dealing with the proportionality test when adopting new laws. This negligence of the legislator might come as a reflection of the Court failing to convincingly use the proportionality test and to transmit the right message.


48 Jan H. Jans, et al. (n 37), 150.


52 Case C-331/88 The Queen v. Minister of Agriculture, Fisheries and Food and Secretary of State for Health, ex parte British American Tobacco (Investments) Ltd and Imperial Tobacco Ltd [2002] ECR I-11453, para. 123; joined cases C-453/03, C-11/04, C-12/04 and C-194/04 ABNA Ltd et al. v. Secretary of Health et al. ECR I-10423, paras. 80–84.


55 Francis G. Jacobs, ‘Recent development in the proportionality principle in European Community law’, in Evelyn Ellis (eds), The principle of proportionality in the laws of Europe (Heart Publishing 1999), 1–21.

56 Takis Tridimas (n 49).


60 Luc Verhey, Mathijs Rajmakers (n 47).
4. The proportionality test in the Data Retention Directive judgement

After analyzing in general the use of the proportionality principle by the European Court, in this section we will analyze the way it was used for the invalidation of the Data Retention Directive. While the invalidation of the Directive in itself did not come as a surprise, the quick development in technology makes it important to assess if the test used is able to include other situations of interference with the life of the citizens as a result of surveillance with non-purpose built devices.

Before discussing the way the Court used the proportionality test in this case, a few words on the Data Retention Directive are due. The aim of the Directive was to allow the retention of data generated or processed in connection with the provision of publicly available electronic communications services or of public communication networks for possible use by law enforcement authorities. Essentially, providers of fixed and mobile telephony services and internet service providers were expected to retain records of service users to trace and identify the source, destination, date, time and duration of a communication together with information necessary to identify the type of communication, the equipment used and the geographical location of the user. All this metadata was to be kept according to the time limit set by national law but for no less than six months and no more than two years. The Directive was ensuring that the data retained by the service providers were available for the purpose of investigation, detection and prosecution of serious crime – the latter as defined by each Member State in its national law. The data retention was not undertaken for a specific, limited purpose but was general and continuously covering all electronic communications. The Directive essentially introduced a form of mass surveillance (dataveillance) of citizens at EU level. This was based on the ability of service providers to collect and retain a number of personal data for different purposes (as for example billing details) and then make these data available to law enforcement authorities for other purposes – in our case for mass surveillance of the users of electronic communications.

The Court of Justice of the EU ended the long debate on the validity of the directive finding that its interference with the Articles 7 and 8 of the Charter was exceeding the limits imposed by the principle of proportionality (Art. 52(1) of the Charter). The breach was considered by the Court so severe that, in difference from the opinion of the Advocate General, the Court did not provide for a suspension of the effects of the decision until the Member States would adopt the necessary legal acts required after its invalidation. The effects of the invalidation were immediate and ab initio. As a result, the Directive is to be considered today as if it never existed.

In its elaboration the Court first identified the existence of the interference with the protected rights and then elaborated on the possible justifications. The Court distinguishes the right to a protected private life from the right to data protection and considers the directive to interfere with both of them. To interfere with the right to privacy does not necessarily require that the information on the private lives concerned is sensitive but is enough that the individual has been inconvenienced in a certain way. This condition is fulfilled, according to the Court by the retention of the data as well as by the potential access by the national authorities. The processing of the personal data required by the Data Retention Directive brings it automatically to fall also under the data protection regime since data processing is involved. The potential use of the data without informing the person concerned makes this interference particularly serious since “...it is likely to generate in the minds of the persons concerned the feeling that their private lives are the subject of constant surveillance.” This argumentation of the Court is related with the fact that this form of data retention turns surveillance for the individuals into a normal situation, a rule. It has to be noted, however, that despite the severe infringement, for the Court the essence of both rights is not considered as adversely affected and the Directive is considered to genuinely satisfy an objective of general interest. In this way, the Court is leaving open the possibility for other legislation on data retention in the EU, provided that it is proportionate.
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After establishing the interference with both fundamental rights, the Court continued by assessing the proportionality of the interference. The Court applied the proportionality test as established in its earlier case law composed of three steps: (i) appropriateness; (ii) necessity; and (iii) proportionality stricto sensu. The distinction between the second and the third step of the test, as it is customary also from previous judgments, is not a clear cut. This is not surprising, taking into account that for the Court the necessity test, because of its political implications, remains “highly fluid and indeterminate.”

In the first step the Court established if the measure was appropriate for attaining the set objectives (para. 49). The focus of the analyses was on the value that the retained data have for national authorities giving them additional opportunities to shed light on serious crime. Data retention methods were, therefore, evaluated as valuable for criminal investigation. What the Court is looking for at this stage is only that the retained data can have a value for law enforcement authorities. For the Court it is not relevant if these data are collected as a result of traditional surveillance or are collected by devices and technology not built for surveillance purposes. As a result, a discussion on the means used for surveillance did not take place.

The Court discussed afterwards the second and the third step of the test (the necessity and the proportionality stricto sensu of the measure). In the previous section we saw that when analyzing the proportionality of EU measures the Court looks at their “manifest disproportionality” while for national measures the test is stricter and focuses on the “less restrictive alternative”. This biased approach might be justified with the fact that often national measures might be directed to individual cases and this facilitates a proportionality assessment while for EU legislation the separation of powers gives the Court a less prominent role. This biased approach might also stand in the area of market integration but does not have a reason to stand when analyzing the infringement of fundamental rights of the individuals for which a stricter approach is needed.

The Court appeared to be aware of this. If the Court would have been following its established line of reasoning when assessing the proportionality of EU rules, it would have been limiting its reasoning to the “manifestly disproportionate” test. However this was not the case. The Court referred to the IPI case and used the formula stating that “... derogations and limitations in relation to the protection of personal data must apply only in so far as is strictly necessary”. The Court used therefore a third test that has an ex post approach, focusing on the existence of clear and precise rules to govern the scope and application of the interfering measure and the existing minimum safeguards introduced against the risk of unlawful access and use of personal data. This test does not give the Court the possibility to discuss the technology used for surveillance. This will be discussed in more detail in the following sub-section.

4.1 Extending the proportionality test

This sub-section will reflect on how to extend the proportionality test for including also an assessment of the technology used for surveillance. As already explained, the technology used for surveillance will influence the amount of the data and the level of the interference with the private life of the individual. It is important to note at this point that a discussion on the means of surveillance in the Data Retention Directive it is not just introduced by us. The Court by itself in discussing the proportionality of the Directive (para. 57) declares that its provisions are referring in a generalized manner to “all persons”, “all means (of surveillance)” and “all data”. In continuing the discussion however the Court elaborates on “all persons” (para. 58) and “all data” (para. 59) without referring anymore to “all means”. This is first of all related with the Court limiting its attention to an ex post rectification of the effects approach without paying attention to the technology used. Secondly this is related also with the Court making use of the “limited to what is strictly necessary” test. This test is used rarely and, as discussed earlier, when EU law is contrasted to individual rights the Court is normally focusing its attention on the “manifestly disproportionate” nature of the measure. In our case the Court found the measure to be appropriate, but since...
fundamental rights of the individuals are concerned and their limitation has to be interpreted in a strict way the Court reasons that the interference with the rights introduced by the EU legislator must apply only in so far as “strictly necessary”.

This reasoning from the Court for invalidating the Data Retention Directive is plausible. It is to be kept in mind that mass data retention affects primarily individuals that do not have any past, present or even future relation to a criminal activity. As a result high safeguards as well as a strict proportionality test has to take place for non-compromising their fundamental rights. When defending mass surveillance of citizens it is normally said that if one has nothing to hide then he has nothing to fear. But in situations of untargeted surveillance a reasonable question would be: “If one has nothing to hide than why does the State look into one’s private life?” At present it is continuous surveillance that one is experiencing and rightfully fearing.

Coming back to our discussion of the technology used for surveillance, we have already seen that the level of intrusion and awareness is different when using means that have been designed for the purpose of surveillance and when using non-purpose built technology. The level of intrusion with one’s private life is different when looking at his behavior by CCTV with all the warning signs or with a personal computer camera, freely used and moved in private spaces without any intimation or warning.

In the Data Retention Directive case the Court is limiting the necessity step of the proportionality test to the “limited to what it is strictly necessary” analyses. The Court has however failed so far to clearly determine what is covered under the definition of necessity in a democratic society. Since in the case of the data retention the Court is assessing fundamental rights against EU public interests and the rights of millions of innocent people are interfered, less restrictive alternatives should have been taken into account. The proportionality test used by the Court, even if plausible, should have been going further, as to include the “less restrictive alternative” analyses including an evaluation of the technology used for surveillance. Even if the Charter of Fundamental Rights of the EU is hierarchically at the same level as the EU treaties, it is not disputable that fundamental rights of EU citizens would rank higher than market integration instruments. The use of the “less restrictive alternative” criteria will give the Court the possibility to properly use the proportionality principle for the protection of the fundamental rights of the individuals and to effectively limit the interference of these rights to what is strictly necessary.

The “limited to what is strictly necessary” test does not open the doors for an assessment of the means used for surveillance since its aim is different. In the way this test has been used so far by the Court, it does not assess the form of surveillance and the way it is done but aims to limit the impact of the interference with the life of the individual by evaluating the existing safeguarding measures. In comparison, the “less restrictive alternative” criteria, as the name suggests, aims to show that the desired result cannot be achieved with other means that would interfere less with the rights of the individual. In our case the application of this test might have as a result the limitation in the use for surveillance of non-purpose built means that collect data. Since surveillance is related with a limitation of fundamental rights of the citizens, we would suggest that the Court uses the “less restrictive alternative” test when assessing the proportionality of European measures in this regard. The need for identifying the less intrusive alternative mean is suggested also by the European Court of Human Rights in the Uzun case where the use of a GPS device for controlling the car movements of the claimant was considered as a proportionate measure given that the less restrictive alternatives were provided not to be successful. One has to keep in mind that Mr. Uzun faced targeted surveillance and the use of the less restrictive alternative is even more important when interfering with the rights of innocent citizens in cases of mass surveillance. The use of these criteria as part of the proportionality test will also give the possibility to assess the use of non-purpose built devices for surveillance and better safeguard the rights of the citizens.

5. Concluding remarks

While the Data Retention Directive is invalidated by the Court of Justice of the EU, data retention laws are still in force and operational in the Member States of the EU. New data retention provisions or other mass surveillance programmes might also be adopted in the future by the European or the national

---

86 The “less intrusive alternative” is proposed also in UN General Assembly Report of the Special Rapporteur Ben Emmerson on the Promotion and protection of human rights and fundamental freedoms while countering terrorism, A/69/397, 23 September 2014, paras. 51–52.
legislators. A discussion on the use of the proportionality test in these cases for the best protection of the rights of the individuals is therefore not superfluous. Development of technology creates more and more possibility for data retention and surveillance of citizens with devices not designed for the purpose of surveillance. These present a higher level of intrusion into the private life of the citizens and less legal safeguards than in the case of surveillance technologies. Since the proportionality test is the tool for ensuring the protection of the rights of the citizens it is therefore important to extend it to cover also the technologies that are used for surveillance – being these built for that purpose or not. It is needless to say that if the proportionality test is properly used by the courts, this would also give the right message to the legislator when discussing the proportionality of the measures they want to introduce at an early stage.

This paper gave an overview of the proportionality test as applied by the Court in general and in the case of the invalidation of the Data Retention Directive. It was found that the test currently lacks the possibility to assess the nature of the technologies used for surveillance. The line of reasoning of the Court focusing on the “limited to what is strictly necessary” test does not aim to assess the nature of the technology used for surveillance but tries to reduce the effects of the interference with citizens’ fundamental rights by evaluating the existence of legal safeguards.

We propose that the “less restrictive alternative” test that the Court uses when analyzing the proportionality of national rules against EU rules must apply also when testing EU rules against citizens’ fundamental rights. In this way, the proportionality test will be extended to cover also an assessment of the technologies used for surveillance. These would give the possibility, especially in cases of mass surveillance when interference with the rights of millions of innocent people takes place, to better use the proportionality principle for protecting the rights of the citizens. A lawful interference with the private lives and personal data of European citizens must take into account the different levels of intrusion that traditional and non-purpose built surveillance technology presents. The proper use of the proportionality principle in the presence of ever-growing devices that have a potential to be used for surveillance will serve for better protecting the rights of the individuals. The proper use of the proportionality principle by the Court should also give the right message to the legislators at European and national level to assess the intrusiveness of the means they propose to be used for surveillance in legislative initiatives so as to protect the rights of the European citizens.
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